Chapter 6

Evaluation

This chapter describes the approaches for and the key results obtained from the evaluation of WEAVE.

Goals for the Evaluation

The main questions to be answered during the evaluation are:

* Is the system usable by pupils? The evaluation will examine how good the student interface is in communicating the worked examples effectively. It will make conclusions of whether the student interface facilitates or hinders viewing of worked examples and it will indicate potential poor design decisions for this interface to be improved in the next version of the system.
* Is the system usable by teachers? The evaluation will examine the extent to which the design decisions for the teacher interface support teachers in their goal to monitor the progress of their pupils and it will indicate potential poor decisions for this interface to be improved in the next version of the system.
* Is the usage data of pupils presented in a clear and understandable way for teachers to help them to better understand the difficulties of their pupils? The evaluation will examine how well the progress information for the students is visualised on the graphs for the teacher interface and will indicate any poor design decisions for the visualisation of data to be improved in the next version of the system.
* Is WEAVE easily deployable in schools? The major motivation for this project is to create an easily deployable tool to be used in schools. Even though no installation will be needed for the application, it is possible that schools block the website due to various access policies. This evaluation will examine how easy it is to start using WEAVE in schools.

Methods of Evaluation

Four different types of evaluation have been decided upon in order to answer the questions above as thoroughly as possible.

* Usability Evaluation conducted by participants who are not teachers or students in Computing Science. The reason for this choice of participants is so that the user interface can be judged with no bias. In other words, this evaluation aims to examine how easy to use and how self-explanatory the interface is.
* Usability Evaluation with teachers in schools. They will be able to provide some feedback on how good the application is for the intended context as well as whether it has been achieved its goal to be easily deployable in schools.
* Heuristics Evaluation conducted with two experts in Django web application development- Dr Leif Azzopardi and Mr David Maxwell- authors of the award nominated book How to Tango with Django.
* Practical Evaluation by the secondary school teachers- Mr. Peter Donaldson and Mr. Craig -who will use it as a teaching technique with their students to evaluate WEAVE more thoroughly in achieving its goals, in other words- is it easy to use WEAVE in schools, is it well-accepted by pupil and is it helpful for them as teachers to better understand the problems of their pupils.

Stages of Evaluation

Usability Evaluation

The focus of this evaluation is the quality of the user’s experience at the time of interaction with the system. To ensure that the evaluation results are not affected by the contents of the worked examples but they rather provide useful insight for the design of the user interfaces, it is conducted with both participants with and without experience in Computing Science. Comparison of the results of the two groups of participants will result in higher confidence in the conclusions drawn from this type of evaluation.

Both types of Usability Evaluation- with inexperienced and experienced participants- were conducted with six people. The choice of number of people is made on the grounds of literature which suggests that five participants are enough to discover around 80% of the usability issues in a system (reference).

Usability Evaluation with Participants without Experience in Computing

The participants were encouraged to use the tool for about half an hour and then answer two sets of questions assessing the system. During the evaluation, these participants were advised to not try and understand the meaning of the worked examples they are working on and should not worry if they are not familiar with the terminology involved in these examples.

Structure of the Evaluation

The evaluation was conducted in the MAC Lab in SAWB in the University of Glasgow, at times when no other people were present in the lab. Participants were briefed by the evaluator with information about the context the application is intended for as well as the main functions of the system. They were then given an information sheet with instructions about the goals they need to achieve using the system and one of the sets of questions they need to answer after the evaluation. This information sheet is shown in Appendix X. The reason behind providing this set of questions in advance is so that participants are aware of them and they can take notes during the evaluation if they desired so.

During their interaction with the system, participants were encouraged to think aloud. The evaluator was quietly observing them, taking notes on how they were interacting with the system as well as on their “thoughts”. The evaluator paid particular attention to signs from the user interaction providing insight on any of the following categories:

* Intuitive design. Do the users understand the architecture and the navigation of the application?
* Ease of learning. How fast did participants who never used WEAVE accomplish their goals?
* Errors and recoverability. What errors did the participants make and how quickly did they recover from them?
* Satisfaction with the system. How satisfied with the user interface are the participants?

After the participants completed the goals for the evaluation, they answered the questions in the information sheet given to them at the start of the evaluation. They also rated the system using the well-recognised System Usability Scale (SUS). Literature suggests that SUS is a quick and reliable usability assessment method (reference).

Results

Discussion on the Results

Usability Evaluation with School Teachers in Computing Science

Heuristics Evaluation

The Heuristics Evaluation of this project was conducted with two experts in Django application development from the Computing Science department in the University of Glasgow- Dr. Leif Azzopardi and Mr. David Maxwell. The main purpose of this evaluation was to have the interface compared against well-established usability principles and to identify any potential issues with the usability of the system. These principles are listed below, together with a short explanation for each.

* Visibility of the system status. This principle evaluates whether sufficient feedback for the system’s status has been provided on interaction with the system.
* Match between system and real world. This principle assesses the suitability of the terminology and the icons used in the system.
* User control and freedom. This principle evaluates the extent to which the user feels restricted by the system to achieve their goals or to navigate through the website.
* Consistency and Standards. This principle assesses how consistent the terminology and the look and feel of the system are.
* Error prevention. This principle evaluates the techniques used to reduce the places in the system where the user could enter an invalid input.
* Flexibility and efficiency of use. This principle provides an insight on how self-explanatory the interface is and whether any features for improving the efficient use of the system have been provided.
* Aesthetic and minimalist design. This principle evaluates the simplicity of the design while still being able to provide all the functionality required.
* Help users recover from errors. This principle assesses how informative the error messages provided in the system are.
* Help. This principle evaluates the quality and sufficiency of the help provided in the system.
* Navigation. This principle assesses the means of navigation across pages on the website.
* Structure of information. This principle assessed how well and logically structured different parts of the interfaces are.

The participants in this evaluation were given the same information sheet and instructions used for the Usability Evaluation with the inexperienced in Computing Science participants. They interacted with the system for about half an hour. In the end they were given an additional set of questions related to the heuristics listed above. This set of questions can be found in Appendix X.

Unfortunately, due to limited time dedicated for this evaluation, one of the participants- Dr. Leif Azzopardi, was not able to answer these questions one by one. However, he expressed his general opinion about different aspects of the user interface and suggested some areas for possible improvements. His insights are discussed in a greater detail below.
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In the testing chapter- describe what platforms it is tested on and how well it behaves on each of them.